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Message from the Guest Editors

Dear Colleagues,

This Special Issue aims to report the latest advances and

trends concerning the application of deep learning to

remote sensing problems. Papers of both theoretical and

applicative nature are welcome, as well as contributions

regarding new deep learning-oriented public datasets for

the RS research community.

Major topics of interest, by no means exclusive, are:

Large-scale datasets for training and testing deep

learning solutions to RS problems;

Deep learning for RS image processing (e.g.,

compression, denoising, segmentation,

classification)

Deep learning for RS image understanding (e.g.,

semantic labeling, object detection, data mining,

image retrieval)

Deep learning for RS data fusion (e.g., optical-SAR

fusion, pan-sharpening)

Deep learning with scarce or low-quality RS data,

transfer learning, cross-sensor learning

Processing of RS time-series through deep

recurrent networks

Prof. Giovanni Poggi

Dr. Giuseppe Scarpa

Dr. Luisa Verdoliva

Guest Editors

an Open Access Journal by MDPI

Deep Learning for Remote Sensing

mdpi.com/si/12002 SpecialIssue



Source: ESA

Sentinels Satellites



Source: NASA



Land Monitoring (2017 vs 2018)

Slagelse in Zealand, Denmark; source: ESA



Source: https://gisgeography.com/synthetic-aperture-radar-examples/

Source: Sandwell et al. (2012)  EOS Trans.

Source: T. L. Evans

Source: van Emmerik



Source: ESA / CESBIO

http://www.esa.int/Our_Activities/Observing_the_Earth/Sentinels_helping_to_map_minerals


Sentinels Helping to Map Minerals
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Source: ESA / GAF

http://www.esa.int/Our_Activities/Observing_the_Earth/Sentinels_helping_to_map_minerals






Aim: Use with high-temp. resolution even if cloudy 
Method: Multi-source (S, O) data fusion  

Q: Can we use SAR data to predict optical images?









cGAN loss:

Reduce blurring with L1 regularization:  

Final objective function:

generative 
model

discriminative 
model Discriminator:

G(x, z)

y

?
Goal:

D(x, y) = 1

D( G(x, z)) = 0
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pix2pix

Test patches from Jianghan image (influence of different training sets):

PSNR (peak signal to noise ratio), SSIM (structural similarity), MSA (mean spectral angle) 

baseline



pix2pix

!





Conclusions
• Multi-temporal data fusion based optical image generation works


• Adversarial networks are useful and effective

• Simulated images (O2) in changing parts (S1 -> S2) are blurred


• Selection of training samples has an impact on outcome


• More time-steps could help create more stable results

However:



Source: Wikipedia

PSNR: peak signal to noise ratio 

SSIM: structural similarity



Source: Yin et al., 2017, Int J Rem Sens

MSA: mean spectral angle


